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Abstract

The aim of this study is to develop a model for the determination of the superficial velocities in horizontal and slightly
inclined oil–water pipe flow conditions by using pressure gradient and mixture density information. In this article an
inverse model is suggested for a dispersion of oil in water and of water in oil. This approach permits to select dispersed
flow conditions from a set of experimental data, and uses a new hybrid model for the effective viscosity. A set of 310
oil–water experimental data points collected on an experimental set-up of length L = 15 m and diameter D = 8.28 cm
at various (slight) orientations is used to validate the inverse method. The comparison between model reconstructions
and measured flow velocities show a reasonable agreement.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

In the oil industry, very often a number of pipes are connected via T-junctions in under-sea or under
ground configurations. These pipelines are producing from different oil reservoirs with different intake pres-
sure and water cut conditions. Current technologies have shown that pressure and mixture density determina-
tion are possible on these pipelines by using piezo-electric and gamma-ray measurement techniques. However,
the in situ determination of the oil and water flow rate remains an important issue, since available flow rate
measurement techniques would be difficult to install in such situations. In the present research project we want
to develop a method for computing the oil and water superficial velocities based on pressure gradient and
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mixture density information in horizontal and slightly inclined oil–water flows. The objective of this article is
to propose an inverse mode calculation model for dispersed flow conditions, and to compare the model pre-
dictions with experimental data. Two main subjects will be studied: (1) the flow pattern transition from strat-
ified to fully dispersed flow regime, and (2) dispersed flow regime pressure gradient modelling. An inverse
model able to select data pertaining to dispersed flow conditions and to reconstruct the associated superficial
velocities will be suggested and tested.

A set of experimental data collected on a horizontal and slightly inclined pipe flow of diameter,
D = 82.8 mm and length L = 15 m is used for validation purpose (Rodriguez and Oliemans, 2006). These data
were collected on the Donau multiphase flow loop in Shell Rijswijk, the Netherlands. The oil used in this study
has a density of 830 kg m�3 and a viscosity lo = 7.5 mPa s. The water has a density of 1060 kg m�3 and a
viscosity lw = 0.8 mPa s. The pressure gradient, oil and water volumetric flow rate, temperature, as well as
the mixture density were measured. The techniques used for this purpose were: pressure differential meters,
thermocouples, and gamma-ray densitometry. Various angles of inclination were investigated (b = �5, �2,
�1.5, 0, 1, 2, and 5�.) Also movies of each of the 310 experimental data points were taken, allowing for
the flow pattern determination. The reader is referred to van Kemenade et al. (2003) for a general description
of the Donau flow loop multiphase flow set-up and to Rodriguez and Oliemans (2006) for a more detailed
description of the oil water experiments.

In the dispersed flow regime, it is common to use a homogeneous no-slip model to compute the frictional
pressure gradient. The mixture is therefore considered as a single fluid with an equivalent mixture density qm

and an effective viscosity lm, and a model taken from single phase flow is applied for the friction factor. The
model used for the effective viscosity is then critical for a proper determination of the frictional pressure gra-
dient. Depending on the flow conditions and fluid properties, a number of models have been suggested in the
literature (Pal, 2001; Brauner, 1998; Elseth, 2001). It was shown previously by Rodriguez and Oliemans
(2006), that the pressure gradient data collected at dispersed flow conditions could be described reasonably
by using an homogeneous no slip model. However, the prediction of the pressure gradient for w/o (dispersion
of water in oil) were not as accurate as for o/w (dispersion of oil in water), and the suggested model was tested
in the frame of a direct model with the à priori knowledge of the flow pattern. In this respect, it is of interest to
check how an inverse modelling approach would perform.

In the present study we will assume that single phase flow friction factor correlations can be applied to dis-
persed two-phase flows. The collected experimental data will be used to extract flow pattern, as well as effective
viscosity information from the pressure gradient measurements. Since the appropriate modelling method
depends on the flow pattern conditions (dispersed flow, stratified flow, etc.), a physically based model is imple-
mented for predicting the transition to fully dispersed flow based on the approach described in Brauner (2001)
(Section 2). This model will be extended to take into account the effect of wall roughness, frequently encoun-
tered in practice. Particular attention will be paid to the possibility of using this approach via a simple set of
equations, which are potentially easy to implement in the inverse problem.

Dispersed flow regime experimental data will be selected from our total set of 310 experiments. These 90
selected data points collected at various inclination angles will be used to infer appropriate effective viscosity
models for the dispersed flow regime. Data from the literature (Fairusov et al., 2000; Elseth, 2001) as well as
the present measurements will then be used for validating the flow pattern boundaries. Pressure gradient pre-
dictions will then be presented. Finally, an inverse model able to select dispersed flow regime data and to
reconstruct the associated oil and water superficial velocities on the basis of pressure gradient and mixture
density information will be formulated. This model will be tested on the experimental data.

This paper is organised as follows: first, the model for the transition to full liquid–liquid dispersion is sum-
marized and is compared with experimental data in Sections 2 and 3. Then the water-cut data are briefly dis-
cussed (Section 4). In Section 5, the pressure gradient measurements are used to obtain effective viscosity data
in dispersed flow conditions. A new effective viscosity model is suggested based on these results (Section 6).
The results for the pressure gradient predictions are then compared with the measurements (Section 7).
An inverse method is suggested for the reconstruction of the superficial velocities, based on the suggested
effective viscosity model. Reconstructed superficial velocities are compared with the direct measurements in
Section 8.
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2. Dispersed flow boundary modelling

For modelling the boundaries to dispersed flow, the model of Brauner (2001) is used and extended to take
into account the effects of wall roughness (Section 2.1 and Appendix A). The determination of the continuous
phase is made by applying a model for the critical water cut at phase inversion (Section 2.2).
2.1. Transition from separated to dispersed flow

The system Eötvös number corresponding to our experiments is EoD ¼ DqgD2

8r � 35. Here r is the oil–water
surface tension, Dq = qw � qo is the difference of fluid densities and D is the pipe diameter. For such flow con-
ditions (EoD > 5), the dispersed flow regime transition boundaries can be described by the model developed in
Brauner (2001). This model is given by the criterion dmax = dcrit, where dmax is the maximum drop size existing
in the system (due to turbulence break-up and eventually coalescence) and dcrit corresponds to the critical drop
size above which the drop size is not stabilized, i.e., the drops are either deformed due to surface tension effects
or are migrating toward the tube walls.

In the present work the model suggested by Brauner (2001) is applied and extended to take into account the
effects of wall roughness onto the maximum drop size. This is implemented by using the wall roughness depen-
dent correlation of Haaland (1983) for the friction factor:
f ¼ �1:8log10

6:9

Rem

þ e
3:7D

� �1:1
� �� ��2

; ð1Þ
where e is the wall equivalent roughness. Rem ¼ UmqmD
lm

is the mixture Reynolds number, Um and qm are the

mixture velocity and density, and lm is an effective viscosity. By using relation (1) we assume that single phase
flow friction factor expressions can be applied in two phase dispersed flow conditions.

In our model, for a given value of the dispersed phase volume fraction the regime is determined as dispersed
flow when the mixture velocity is above a critical value, which corresponds to dmax = dcrit. Using this
approach, the boundaries between separated and dispersed flow are computed as combinations of critical
superficial oil and water velocities. More details about the mathematical formulation of our dispersed flow
transition model are given in Appendix A.
2.2. Continuous phase determination

The transition from water continuous dispersion to oil continuous dispersion is determined by using the
correlation suggested by Arirachakaran et al. (1989) for the value of the critical water cut Cw = Cw,crit at
transition:
Cw;crit ¼ 0:5� 0:1108log10

lo

lw

� �
; ð2Þ
where lo and lw are the oil and water viscosity and the water cut is defined as a ratio of the water superficial
velocity and the mixture velocity, Cw ¼ U sw

Um
. It can be noted that other relations are available for the critical

water cut at phase inversion. Based on various collected experiments, Brauner and Ullmann (2002) suggested

the use of a best fit relation Cw;crit ¼
lo
lw
ð Þ0:22

1þ lo
lw
ð Þ0:22. For our range of fluid viscosities, these two models provide sim-

ilar results (0.36 < Cw,crit < 0.4), therefore the final model is not strongly affected by the chosen correlation.
Recent contributions have also outlined an impact of the fluid velocities on the critical water cut correspond-
ing to phase inversion, due to the relative importance of turbulence in the two phases (Decarre and Fabre,
1997; Brauner and Ullmann, 2002). In the present model, this effect is neglected.
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Fig. 1. Boundaries to finely dispersed liquid–liquid flows using our model for the transition to dispersed flow conditions. Experiments of
Rodriguez and Oliemans (2006) for a horizontal pipe of diameter D = 82.8 mm, with a wall roughness e = 10�5 m. The oil properties are
l0 = 7.5 mPa s and q0 = 830 kg m�3. The closed symbols refer to dispersed flow (Do/w&w, Dw/o&Do/w, o/w and w/o).
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Fig. 2. Experiments of Elseth (2001) for a horizontal pipe of diameter D = 56.3 mm and roughness e = 10�5 m. The oil properties are
l0 = 1.64 mPa s, q0 = 790 kg m�3 and the surface tension is r = 43 mN m�1. Also our predictions for the transition to dispersed flow are
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the region of transition from separated to dispersed flow.

556 S. Guet et al. / International Journal of Multiphase Flow 32 (2006) 553–567
3. Comparison with experimental data

3.1. Flow pattern map

In Fig. 1 the boundaries to finely dispersed liquid–liquid flows corresponding to our fluid and set-up prop-
erties are shown. Also our analyzed experimental data corresponding to an angle of orientation b = 0 (i.e.,
horizontal flow) are shown. The distinction between o/w and w/o was not obvious when analysing the digi-
talised films, making the detection of phase inversion a difficult task. The presence of stratified flow and dis-
persed flow could however be determined without such ambiguities.

We also compared the predictions for the transition to fully dispersed regime with experimental data col-
lected for other pipe diameter values. The results for the comparison with a smaller diameter, smooth pipe by
Elseth (2001) and for a large diameter rough pipe by Fairusov et al. (2000) are displayed in Figs. 2 and 3,
respectively. To compare with the data of Elseth (2001), we used the model with e = 10�5 m in Fig. 2 (the



10
–1

10
0

10
1

10
–1

10
0

10
1

U
so

 (m/s)

U
sw

 (
m

/s
)

Transition to dispersed w/o
Transition to dispersed o/w
Phase inversion
Stratified flow
Dispersed flow
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author used a Perspex pipe). For the comparison with the experimental data of Fairusov et al. (2000), we used
the model with an equivalent roughness e = 7.10�5 m, as reported by the author. As can be seen from the com-
parisons, the model permits to correctly predict the transition to dispersed flow. The use of the relation of
Haaland (1983) for taking into account wall roughness effects also improved the predictions for smooth wall
experiments, as it better represents the variations of the friction factor over a wide range of Re number.

Since our experiments are carried out at varied angle of orientation b from the horizontal (�5 < b < +5�), it
is interesting to look at the changes in the flow pattern map when varying the angle b. We therefore also inves-
tigated this effect with our model: no significant changes were found for slight pipe orientation angles with
respect to the horizontal (�15 < b < +15�, in which b is defined as positive for upward flow).

4. Hold-up data

Mixture density data were collected via a gamma-densitometer, allowing for the determination of the hold-
up. To verify the validity of these mixture density measurements, a comparison can be made with an estimate
of the mixture density obtained by using the volumetric flow rate measurements: assuming validity of the no-
slip homogeneous model, the water volumetric concentration can be estimated by
�w ¼ Cw ¼
U sw

U so þ U sw

; ð3Þ
and the mixture density is given by
qm ¼ Cwqw þ ð1� CwÞqo. ð4Þ

A comparison of the mixture density as measured by the gamma densitometer and that obtained by using

this approach was made in Rodriguez and Oliemans (2006). It was shown that, indeed, this formulation is
valid for dispersed flow conditions corresponding to w/o (dispersion of water in oil), o/w (dispersion of oil
in water), Dw/o&Do/w (dispersion of water in oil and dispersion of oil in water) as well as Do/w&w (disper-
sion of oil in water and water). We selected dispersed flow conditions by using our flow pattern transition
model. We then made a comparison between the gamma-ray measurements and the homogeneous model
method. Using Eq. (4) leads to a maximum deviation of less than ±3% on the mixture density determination.

5. Effective viscosity estimates

In dispersed flow regime conditions, making predictions of the pressure gradient asks for the validation of
an effective viscosity model. Provided the flow is fully dispersed, the frictional pressure gradient is given by
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oP
oz

� �
f

¼ f qmU 2
m

2D
. ð5Þ
The friction factor f is given by Blasius relation for a smooth tube, f ¼ 0:316=Re0:25
m . The relation of Haa-

land (1983) is used for taking into account wall roughness effects (relation (1)). Based on the friction factor
expressions of Blasius and of Haaland (1983), the effective viscosity lm (needed for calculating the Reynolds
number Rem) can be estimated by using the measured pressure gradients. This is done numerically by solving
Eq. (5) with either Blasius relation or Eq. (1) for each measurement. It should be kept in mind, however, that
for large roughness of the pipe wall the influence of the effective viscosity on the pressure gradient becomes
negligible (see Eq. (1)). Therefore, only low and moderately low pipe roughness data can be used for effective
viscosity estimates with our approach. For our experimental data the equivalent roughness of the pipe wall
corresponds to ‘smooth’ Perspex pipe values (e = 10�5 m), therefore these data are appropriate for extracting
effective viscosity information.

The results are displayed in Fig. 4 for the experiments carried out at b = 0� and when operating in the dis-
persed regime (Usc > 1.5 m/s). A similar behaviour is obtained when analyzing experiments carried out at non-
zero orientation angle b. However, for inclined flow experiments the scatter in the evaluated mixture viscosity
data was found to be more pronounced. This can be attributed to a number of effects. In particular, during
these tests the gravitational pressure gradient has to be estimated and used to compute the frictional pressure
gradient:
oP
oz

� �
f

¼ oP
oz

� �
measured

� oP
oz

� �
g

; ð6Þ
where the gravitational pressure gradient is estimated as oP
oz

� 	
g
¼ qmg sin b and qm is computed on the basis of

the homogeneous no-slip model (relation (4)). This extra calculation implies that the effective viscosity values
are less accurate for inclined flow situations.

6. Effective viscosity modelling

In Fig. 5a and b, the obtained effective viscosity data are compared with a number of available models (see
Brauner (1998) and Becher (2001) for an overview of these models):

1. lm = (1 + 2.5�d)lc, as derived by Einstein (1906). This relation is valid for low dispersed phase fraction;
2. lm = (1 + 4.5�d)lc, valid for higher concentrations (Brauner, 1998);
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Fig. 5. Comparison between the effective viscosity estimates and correlations [1]–[6]. (a) Comparison with models [1]–[4]; (b) comparison
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3. lm ¼ ð1þ 2:5�d þ 14:1�2
dÞlc, an extension of the model of Einstein (1906) valid for dispersed fractions of up

to �d � 0.1 (Becher, 2001);
4. An exponential law, using lm ¼ lce

k1�d , where k1 is a fitting parameter, e.g., k1 = �4.4 for water in oil dis-
persion and k1 = 2.5 for oil in water dispersion (see Brauner (1998) for an overview of available exponen-
tial-law viscosity models);

5. lm = lc, i.e., the continuous phase viscosity is considered;
6. lm = �dld + (1 � �d)lc, a linear average model for the effective viscosity (Elseth, 2001).

The inversion from oil continuous to water continuous also has to be taken into account in these models.
For this purpose, the critical water cut Cw,crit for the inversion from water in oil dispersion to oil in water dis-
persion is taken from Arirachakaran et al. (1989) (Eq. (2)). As illustrated by Fig. 5a and b, the mixture vis-
cosity values cannot be closely described with these models taken from literature. Among these models, the
simple model [5] based on the continuous phase viscosity gives the best comparisons. However, although it
correctly predicts the dispersion of oil in water conditions, the comparisons in oil continuous flow, i.e., for
Cw < Cw,crit, are relatively poor.

The approach used here to develop a new effective viscosity model is based on a comparison of our exper-
imental data with existing models, and considerations on the maximum drop size. In our flow conditions, the
maximum drop size can be expected to have varied significantly from one experiment to the other, due to a
competition between drop break-up due to turbulence and drop coalescence at increased water cut. The drop
size can be expected to be much smaller when operating at dispersed phase volume fraction lower than
�d,c � 0.089 since in this regime, drop break-up is the dominant effect (see Appendix A and Brauner (2001)).

The maximum drop size can be estimated by applying the models used in the flow-pattern map criteria
(Eqs. (A.2) and (A.3)). Applying this maximum drop size model to our experimental data for estimating
the maximum size of the drops present in our system leads to dmax � 0.5 � 1.5 mm for low dispersed fractions
(i.e, Cw < 0.089 or Cw > 0.911), and dmax � 0.5 � 6 mm for 0.089 < Cw < 0.911. It can therefore be expected
that for low dispersion concentration, an emulsion model for the effective viscosity will be valid, while for
increased dispersion concentration a large drop model, such as the continuous phase or a linear average for-
mulation, will give a better description of the effective viscosity. This explains the increasing effective viscosity
with increased water cut for Cw < 0.1 (where the drop size is decreasing), and the decreasing effective viscosity
for 0.1 < Cw < 0.4 (where the drop size is increasing due to coalescence).

In the spirit of the model suggested by Pan et al. (1995) and in view of the measurements, we suggest the use
of an hybrid water-cut dependent model.
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• For a dispersion of water in oil (Cw < Cw,crit) the dispersed phase volume fraction is approximated by
�d = Cw:
– if �d < �d,c, the appropriate mixture viscosity is an emulsion model (Becher, 2001):
lm ¼ ð1þ 2:5�d þ 14:1�2
dÞlc; ð7Þ

– if �d > �d,c, coalescence is playing an important role and the maximum drop size is significantly increased.
Assuming that an excess of large drops is present at a fraction �d,e which can be estimated to first order
by �d,e = �d � �d,c,

lm ¼ ½ð1þ 2:5�d;c þ 14:1�2
d;cÞlc�ð1� /Þ þ ½�d;eld þ ð1� �d;eÞlc�/; ð8Þ

in which / is an indication of the relative fraction of large drops present in the mixture. As a first approx-
imation, it is estimated by
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• For a dispersion of oil in water (Cw > Cw,crit), we use the continuous phase viscosity, i.e., lm = lw, since, as
discussed before, in those conditions the effective viscosity does not change significantly with Cw.

This new hybrid model is plotted with the experimental data in Fig. 5b. As illustrated by this figure our new
hybrid viscosity model describes reasonably the measurements. It should however be noticed that our model dis-
plays a discontinuity at the phase inversion, which does not appear on the experimental data. Detailed measure-
ments at the onset of phase inversion would be of support to study the validity of the model in these conditions.

7. Pressure gradient predictions

In the present research we are particularly interested in making realistic pressure gradient predictions, since
it would enable us to solve the inverse problem. It is therefore of interest to investigate which effective viscosity
model gives the best accuracy with respect to the pressure gradient predictions. The pressure gradient is mod-
elled by using
oP
oz

� �
¼ oP

oz

� �
g

þ oP
oz

� �
f

; ð10Þ
where the gravitational part oP
oz

� 	
g
¼ qmg sin b is obtained by using the mixture density data and oP

oz

� 	
f
¼ f qmU2

m

2D is
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Predicted pressure gradient with two different models for the effective viscosity: (a) linear average mixture viscosity model [6]; (b)
ted hybrid viscosity model. The relation of Haaland (1983) is used for the friction factor.
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were implemented in the friction factor model of Haaland (1983). Two different models for the effective vis-
cosity are tested in Fig. 6a and b. From these pressure gradient prediction results, it is clear that the model
based on the linear average viscosity lm = �dld + (1 � �d)lc does not give satisfying results (Fig. 6a). Using
our hybrid model for the effective viscosity permits to significantly improve the pressure gradient predictions
(Fig. 6b). Therefore, our hybrid model for the effective viscosity will be used in the following sections.

8. An inverse model for the dispersed flow regime

In this section an inverse model is proposed for the reconstruction of oil and water flow rates from pressure
gradient and mixture density information, provided the flow regime is found to be in the dispersed regime and
the effective viscosity of the dispersion can be described with the models suggested above. We will also con-
sider the possibility of determining the flow regime with the inverse model. First, the quantities of input are
listed. Then the inverse modelling approach, also called inverted model, is described. The results obtained by
applying this approach to our data are compared with direct measurements of phase flow rates.

8.1. Input parameters

The quantities of input are:

• The area-average mixture density qm, obtained experimentally via gamma-ray measurements with an accu-
racy of ±0.87%,

• the axial pressure gradient, oP
oz

� 	
, measured via differential pressure meters. The associated accuracy is

±0.2%.
8.2. Reconstruction method

Based on the measured values of qm and oP
oz

� 	
; the following reconstruction scheme is applied:

1. First, we assume that the flow regime is dispersed and that the homogeneous no-slip model may be applied.
Then, the measured mixture density qm provides direct information on the water cut:
Cw ¼
qm � qo

qw � qo

; ð11Þ
in which the density of the oil and of the water are known quantities.
2. Based on the critical value of Cw as proposed by Arirachakaran et al. (1989), the flow is determined as dis-

persed oil in water or dispersed water in oil.
3. The continuous phase being known, the effective viscosity is determined on the basis of our model.
4. With the above information and the measured pressure gradient, the mixture velocity can be determined:
fU 2
m ¼

2D
qm

qmg sin b� oP
oz

� �
. ð12Þ
The value of the mixture velocity satisfying Eq. (12) is solved iteratively for each experimental data point,
since the value of Um should also be considered in the friction factor relation f of Haaland (1983).

5. The superficial velocities of oil and of water are then calculated from Usw = CwUm and Uso = (1 � Cw)Um.
6. Finally, the reconstructed values of Usw and Um are used to filter non-fully dispersed flow regime data

points. This filtering is based on the critical superficial velocities obtained with the dispersed flow transition
model (Section 2.1).
8.3. Expected intrinsic accuracy of the reconstruction method

This suggested method and the results for the pressure gradient (Rodriguez and Oliemans, 2006) illustrate
an important issue for the accuracy of the reconstruction method: since the frictional pressure gradient is
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obtained by a difference between two terms (the overall pressure gradient and the gravitational part), the accu-
racy of the reconstructed superficial velocities is a result of the accuracy of the measurement techniques and of
the flow conditions. To evaluate this error, the effects of the pressure gradient and gamma-ray densitometry
measurement accuracy on the precision of the reconstructed velocities are also computed: our reconstruction
method is applied by using possible extremum values taken by the mixture density and pressure gradient for
each data point (Eqs. (11) and (12) are used for error-propagation purpose). The resulting intrinsic error can
then be estimated by comparing the results for the reconstructed velocities.

In our flow conditions and with our measurement techniques, values for this intrinsic error of the method
are less than ±10% for the mixture velocity and ±25% for the phases superficial velocities in horizontal flow.
In practical operating flow conditions this intrinsic error can be obtained in the same way by using the mea-
suring instrument accuracies. It can also be complemented by other error sources (e.g., an error on the incli-
nation angle of the pipe, or on the fluid properties), and can be used as a tool for deciding if the method can be
applied with enough accuracy. In the present study these error propagations due to measurement techniques
are represented by errorbars on the results for the reconstructed velocities.

8.4. Results: comparison with experiments

The results obtained by applying this approach to our collected experiments are presented in this section.
To validate our inverse model, these results are compared with the direct measurements of oil and of water
flow rates for all pipe inclinations.

8.4.1. Mixture velocity reconstruction

We computed the results for the mixture velocity by using the measured mixture density and pressure gra-
dients in Eq. (12). We then applied the dispersed flow regime transition criterion given by step 6 above. The
filtered mixture velocity results are then compared with the corresponding direct measurements of the mixture
velocity. These results are displayed in Fig. 7a for b = 0 and in Fig. 7b for all inclination angles. The errorbars
represent the error propagation related to the pressure gradient and gamma-ray measurement techniques. The
mixture velocity values are properly reconstructed by using our method: the mean relative deviation from the
measurements DUm

Um
is 2.5% for b = 0 and 6.9% when using all inclination angles. The associated maximum devi-

ations are 6% (for b = 0) and 40% (for all inclinations).
Applying our reconstruction method based on the homogeneous no-slip model assumptions to stratified

flow data may lead to misleading estimates of the superficial velocity. In principle, these reconstructed strat-
ified flow superficial velocities might therefore be overestimated, and be taken as dispersed flow experimental
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Fig. 7. Mixture velocity estimates based on the reconstruction method, as a function of the measured mixture velocity, (a): for b = 0; (b):
for various values of the inclination angle b. The bisector is also shown.
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data in step 6 of the reconstruction method. In that respect it is interesting to note that 86 points were found,
while the direct application of this criterion to the flow rate measurements leads to 90 selected experiments.
Analysing the selected data points with the collected movies showed that among these 86 selected points 85
are, as expected, dispersed flow regime data points. Only one data point was corresponding to non-dispersed
flow conditions. This is a good indication that, in the frame of the present inverse method, the ‘à posteriori’
determination of the flow pattern based on the reconstructed superficial velocities does not lead to excessive
misinterpreted results.

8.4.2. Oil and water superficial velocities

The oil and water superficial velocity reconstructions are compared with their direct measurements at b = 0
in Fig. 8a and b. The phase velocities are surprisingly well reconstructed in that case. The maximum deviations
from the measurements are 13% on the superficial oil velocity and 17% on the superficial water velocity. The
mean deviations are DU so

U so
¼ 4:3% and DU sw

U sw
¼ 12:2%. In Fig. 9a and b, the comparisons for the superficial oil and

water velocity reconstructions are shown for all inclination angles. The accuracy of the method is significantly
decreased when analysing slightly inclined flow conditions. In this case the maximum deviations are typically
50% for the oil and water superficial velocities. The mean deviations from the direct measurements are
DU so

U so
¼ 9:6% and DU sw

U sw
¼ 26%.

These comparisons clearly illustrate that the contribution of gravity to the pressure measurements has an
important impact on the accuracy of the method. This was also observed by analysing the error propagation
for inclined flow situations. In addition these slight inclination angles might result in some flow and phase het-
erogeneities, which are not taken into account with a homogeneous no-slip model. When comparing the
gamma-ray measurements for the mixture density with homogeneous no-slip assumption calculations, we also
observed that the measurements for b = 0 provided better comparisons than the measurements made at slight
inclination. This observation supports the idea that radial phase distribution effects may start to play a role in
slightly inclined flow conditions. Local measurements could be of support to clarify these expectations.

Comparisons of the present inverse method were also made with the experimental data reported by Angeli
and Hewitt (1998). In this case typical deviations between the reconstructed oil and water superficial velocities
and the measurements were of DU s

U s
� 15% for steel pipe flow conditions and of DU s

U s
� 22% for acrylic pipe flow

conditions. As reported by the authors, when using the acrylic pipe it was observed that the wall was prefer-
entially wetted by oil, while no preference was observed for the steel pipe. The difference between the acrylic
and the steel pipe flow pressure gradient measurements could not be explained only in terms of the difference
in tube roughness. Therefore, an interesting improvement of the present method would be to include consid-
erations on the pipe wettability in the frictional pressure gradient model.
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Fig. 8. Oil and water superficial velocity estimates based on the reconstruction method, as a function of the measured values for b = 0.
The bisector is also shown.
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9. Conclusions and recommendations

In this study we implemented the physically based model developed by Brauner (2001) for the transition
from separated flow to dispersed flow in horizontal and slightly inclined oil–water pipe flows. This model
was subsequently extended to take into account wall roughness effects. A set of experimental data collected
on a pipe of diameter D = 82.8 mm and of length L = 15 m at various (small) deviation angles from the hor-
izontal has been used for the analysis of flow pattern, pressure gradient and water cut data (Rodriguez and
Oliemans, 2006). The flow pattern model implemented in this study was shown to describe satisfactorily
the flow regime transition for our own experiments and for experiments collected at various pipe diameters
and fluid properties conditions. This physically based model permits to describe the effect of pipe inclination.
It can also give interesting indications on the effect of wall roughness and flow conditions on the maximum
drop size.

From the experimental results, flow conditions corresponding to the dispersed flow regime have been
selected. These data correspond to 90 experimental points, i.e., approximately 15 data points per inclination
angle. The existence of the dispersed flow regime for these data points was further confirmed by visual obser-
vations of the digital movies recorded during the experiments (Rodriguez and Oliemans, 2006). In addition the
associated mixture density data collected via a gamma-ray densitometer confirmed the validity of the homo-
geneous-no slip model assumption for computing the mixture density in these conditions.

Information on the effective viscosity has been extracted from the measurements. The effective viscosity
changes with water cut could not be described satisfactorily with available correlations. Among available
models, the continuous phase viscosity was found to provide the nearest description of our experiments. A
new hybrid model for the effective viscosity was suggested, based on considerations on the maximum drop size
changes with water cut and available models. The pressure gradient data were correctly described by using this
viscosity model in the friction factor law proposed by Haaland (1983) at various angles of inclination (this is
clearly illustrated by Fig. 6b, in which all the 90 dispersed flow condition data points are displayed).

A method for evaluating the superficial velocities of oil and of water from mixture density and pressure
gradient measurements was then developed for the dispersed flow regime. In general this method was shown
to reconstruct the superficial velocities with an accuracy of ±50%. When considering only our horizontal dis-
persed flow experiments, the maximum deviation was reduced to 17%. As a next step, it would be interesting
to extend this inverse model to cover other flow regime conditions. Since the inverse model developed in this
contribution permits to filter non-dispersed flow regime conditions, it could be used as a first step in a multiple
flow-regime inverse modelling approach.

The effective properties of the oil–water mixture used in the present experimental work was determined by
using the measured pressure gradient and flow rates. An effective viscosity model was suggested based on
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considerations of drop break-up and coalescence effects. In this respect it would also be interesting to study in
more detail the changes of effective viscosity with drop size (and drop size distribution) by means of local mea-
surements. Our pressure gradient model could also be improved by considering the effects of pipe material
wettability (Angeli and Hewitt, 1998).
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Appendix A. Dispersed flow boundaries

A.1. Critical drop size

The critical drop size is given by (Barnea, 1987; Brauner, 2001):
dcrit ¼ minðdcr; dcbÞ; ðA:1Þ

where dcr

D ¼ 0:224

ðcosðbÞEoDÞ
1
2

is the maximum (dimensionless) size for drop deformation (EoD ¼ DqgD2

8r is the Eötvös

number). dcb

D ¼ 3
8

qc

Dq
fU2

m

Dg cosðbÞ is the critical drop size for migration toward the wall due to gravity. Here the sub-

script c and d denote the continuous and the dispersed phase and �d the dispersed phase fraction.

A.2. Maximum drop size

The maximum (dimensionless) drop size existing in a dilute dispersion was modelled by Hinze (1959):
dmax

D

� �
0

¼ 0:55
qcU

2
mD

r

� ��0:6
qm

qcð1� �dÞ
f

� ��0:4

. ðA:2Þ
Brauner (2001) extended this approach to dense dispersions. In that case coalescence also has to be taken
into account for the determination of the maximum drop size. This extended model is given by
dmax

D

� �
�

¼ 2:22C
3
5
H

qcU
2
mD

r

� ��0:6
qm

qcð1� �dÞ
f

� ��0:4
�d

1� �d

� �0:6

; ðA:3Þ
where the coefficient CH is a proportionality coefficient describing the amount of turbulent kinetic energy
available for drop-break-up (we use CH = 1, see Brauner (2001)).

The maximum possible drop size in the system is the maximum value:
dmax

D
¼Max

dmax

D

� �
0

;
dmax

D

� �
�

� �
. ðA:4Þ
The flow pattern is known to be fully dispersed when turbulence break-up determines the maximum drop
size existing in the system. Following the above mentioned models, it is determined by
Max
dmax

D

� �
0

;
dmax

D

� �
�

� �
¼ minðdcr; dcbÞ. ðA:5Þ
A.3. Model extension

In the present model, the formulation is extended to take into account the effects of wall roughness. The
correlation of Haaland (1983) for the friction factor is used for this purpose (Eq. (1)). Using this relation
the maximum drop size is written as
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Max
dmax

D

� �
0

;
dmax

D

� �
�

� �
¼ C1rf �0:4U�1:2

m ; ðA:6Þ
where C1r is given by
C1r ¼
qcD
r

� ��0:6 qm

qcð1� �dÞ

� ��0:4

Max 0:55; 2:22C
3
5
H

�d

1� �d

� �0:6
" #

. ðA:7Þ
The change from low dispersed fraction to large fraction is taken into account by the Max function. It

occurs at a critical value of the dispersed phase fraction �d = �d,c corresponding to 2:22C
3
5
H

�d;c
1��d;c

� �0:6

¼ 0:55.
Assuming CH = 1, the critical dispersed phase fraction value is �d,c = 0.089.

The critical dimensionless drop size is given by
dcrit

D
¼ minðC2r;C3rfU 2

mÞ; ðA:8Þ
where C2r = C2s = dcr and C3r ¼ 3
8

qc

Dq
1

Dpg cosðbÞ are constants for a given oil–water system.

A.4. Model implementation

An iteration on �d is done, �d is varied from �i=1 = 0 to �i=N = �inv corresponding to the critical liquid frac-
tion for phase inversion as proposed by Arirachakaran et al. (1989). For each value of �i, the constants C1r, C2r

and C3r are computed and the mixture velocity Um = Umb associated with dcb = dmax is determined by solving
f 1:4U 3:2
m �

C1r

C3r
¼ 0. ðA:9Þ
This equation is solved by using numerical iteration. Then, dcb ¼ C3rfU 2
mb and dcr = C2r are compared. If

dcb < dcr then the critical mixture velocity associated with flow pattern transition is given by Umr,fp = Umb.
Otherwise, Umr,fp is determined via the value of Umr associated with dcrit = dcr. The mixture velocity
Um = Umr associated with dcr = dmax is determined numerically by solving
f �0:4U�1:2
m � C2r

C1r
¼ 0. ðA:10Þ
Finally, the superficial velocities of the dispersed and of the continuous phase at flow pattern transition are
computed according to
U sd ¼ �dUmr;fp; ðA:11Þ

and
U sc ¼ ð1� �dÞU mr;fp. ðA:12Þ
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